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T. Frisson29, E. Gabathuler18, K. Gabathuler34, E. Garutti10, J. Garvey3, J. Gayler10, R. Gerhards10,†, C. Gerlich13,
S. Ghazaryan36, S. Ginzburgskaya25, A. Glazov10, I. Glushkov37, L. Goerlich6, M. Goettlich11, N. Gogitidze26,
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Abstract. Measurements are presented of inclusive charm and beauty cross sections in e+p collisions at
HERA for values of photon virtuality Q2 > 150 GeV2 and of inelasticity 0.1 < y < 0.7. The charm and
beauty fractions are determined using a method based on the impact parameter, in the transverse plane,
of tracks to the primary vertex, as measured by the H1 vertex detector. The data are divided into four
regions in Q2 and Bjorken x, and values for the structure functions F cc̄

2 and F bb̄
2 are obtained. The results

are found to be compatible with the predictions of perturbative quantum chromodynamics.
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1 Introduction

Heavy quark production is an important process to study
quantum chromodynamics (QCD). It is expected that per-
turbative QCD (pQCD) at next-to-leading order (NLO)
should give a good description of heavy flavour produc-
tion in deep-inelastic scattering (DIS), especially at values
of the negative square of the four momentum of the ex-
changed boson Q2 greater than the square of the heavy
quark masses. Measurements of the open charm (c) cross
section in DIS at HERA have mainly been of exclusive D
or D∗ meson production [1, 2]. From these measurements
the contribution of charm to the proton structure function,
F cc̄

2 , is derived by correcting for the fragmentation fraction
f(c → D) and the unmeasured phase space (mainly at low
values of transverse momentum of the meson). The results
are found to be in good agreement with pQCD predictions.
The measurement of the beauty (b) cross section is par-
ticularly challenging since b events comprise only a small
fraction (typically < 5%) of the total cross section. The b
cross section has been measured in DIS (Q2 > 2 GeV2) by
ZEUS [3] and in photoproduction (Q2 � 0 GeV2) by H1 [4]
and ZEUS [5], using the transverse momentum distribu-
tion of muons relative to the b jet in semi-muonic decays.
Measurements of the b cross section at high centre of mass
energy have also been made in pp̄ [6] and γγ collisions [7].

The analysis presented in this paper is of inclusive c and
b cross sections in e+p scattering at HERA in the range
Q2 > 150 GeV2. Events containing heavy quarks can be
distinguished from light quark events by the long lifetimes
of c and b flavoured hadrons, which lead to displacements
of tracks from the primary vertex. The distance of a track
to the primary vertex is reconstructed using precise spatial
information from the H1 vertex detector. The results pre-
sented in this paper are made in kinematic regions where
there is little extrapolation needed to correct to the full
phase space and so the model dependent uncertainty due
to the extrapolation is small. The charm structure function
F cc̄

2 and the corresponding structure function for b quarks
F bb̄

2 are obtained after small corrections for the longitudi-
nal structure functions F cc̄

L and F bb̄
L . This is an extension

to high Q2 of previous H1 F cc̄
2 measurements and the first

measurement of F bb̄
2 .

2 Theory of heavy flavour production in DIS

In pQCD, in the region where Q2 is much larger than
the squared mass M2 of the heavy quark, the production
of heavy flavour quarks is expected to be insensitive to
threshold effects and the quarks may be treated as massless
partons. At leading order (LO), in the ‘massless’ scheme,
the quark parton model (QPM) process (γq → q) is the
dominant contribution. At NLO, the photon gluon fusion
(γg → qq̄) and QCD Compton (γq → qg) processes also

k Supported by CONACYT, México, grant 400073-F
l Partially Supported by Russian Foundation for Basic Re-

search, grant no. 00-15-96584
† Deceased

contribute. The approach is often referred to as the zero
mass variable flavour number scheme (ZM-VFNS) [8, 9].

At values of Q2 ∼ M2, the ‘massive’ scheme [10], in
which the heavy flavour partons are treated as massive
quarks is more appropriate. The dominant LO process is
photon gluon fusion (PGF) and the NLO diagrams are
of order α2

s. The scheme is often referred to as the fixed
flavour number scheme (FFNS). As Q2 becomes large com-
pared to M2, the FFNS approach is unreliable due to large
logarithms in ln(Q2/M2) in the perturbative series.

In order to provide reliable pQCD predictions for the
description of heavy flavour production, over the whole
range in Q2, composite schemes which provide a smooth
transition from the massive description at Q2 ∼ M2 to
the massless behaviour at Q2 � M2 have been developed
[11,12]. The scheme is commonly referred to as the variable
flavour number scheme (VFNS). The approach has been
incorporated in various different forms to order αs [11] and
to order α2

s [12].

3 H1 detector

Only a short description of the H1 detector is given here;
a full description may be found in [13]. A right handed
coordinate system is employed at H1 that has its z-axis
pointing in the proton beam, or forward, direction and x
(y) pointing in the horizontal (vertical) direction.

Charged particles are measured in the central tracking
detector (CTD). This device consists of two cylindrical
drift chambers interspersedwith z-chambers to improve the
z-coordinate reconstruction and multi–wire proportional
chambers mainly used for triggering. The CTD is situated
in a uniform 1.15 T magnetic field, enabling momentum
measurement of charged particles over the polar angular
range 20◦ < θ < 160◦ 1.

The CTD tracks are linked to hits in the vertex detector
(central silicon tracker CST) [14], to provide precise spa-
tial track reconstruction. The CST consists of two layers of
double-sided silicon strip detectors surrounding the beam
pipe, covering an angular range of 30◦ < θ < 150◦ for
tracks passing through both layers. This detector provides
hit resolutions of 12 µm in r–φ and 25 µm in z. For CTD
tracks with CST hits in both layers the transverse distance
of closest approach (DCA) to the nominal vertex in x–y can
be measured with a resolution of 33 µm⊕90 µm/pT [GeV],
where the first term represents the intrinsic resolution (in-
cluding alignment uncertainty) and the second term is the
contribution from multiple scattering in the beam pipe and
the CST; pT is the transverse momentum of the track.

The track detectors are surrounded in the forward and
central directions (4◦ < θ < 155◦) by a fine grained liq-
uid argon calorimeter (LAr) and in the backward region
(153◦ < θ < 178◦) by a lead–scintillating fibre calorime-
ter [15] with electromagnetic and hadronic sections. These
calorimeters provide energy and angular reconstruction for
final state particles from the hadronic system. The LAr is

1 The angular coverage of each detector component is given
for the interaction vertex in its nominal position.
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also used in this analysis to measure and identify the scat-
tered positron. An electromagnetic calorimeter situated
downstream in the positron beam direction measures pho-
tons from the bremsstrahlung process ep → epγ for the
purpose of luminosity determination.

4 Experimental method

The analysis is based on a high Q2 sample of e+p neutral
current (NC) scattering events corresponding to an inte-
grated luminosity of 57.4 pb−1, taken in the years 1999–
2000, at an ep centre of mass energy

√
s = 319 GeV. The

events are selected as described in [16]; the positron is iden-
tified and measured in the LAr calorimeter, which restricts
the sample to Q2 > 110 GeV2. The event kinematics, Q2

and the inelasticity variable y, are reconstructed using the
scattered positron. The Bjorken scaling variable x is ob-
tained from x = Q2/sy. After the inclusive selection the
total number of events is around 121, 000.

4.1 Monte Carlo simulation

The data are corrected for the effects of detector resolu-
tion, acceptance and efficiency by the use of Monte Carlo
simulations. The Monte Carlo program RAPGAP [17] is
used to generate high Q2 NC DIS events for the processes
ep → ebb̄X, ep → ecc̄X and light quark production. RAP-
GAP combines O(αs) matrix elements with higher order
QCD effects modelled by the emission of parton showers.
The heavy flavour event samples are generated according to
the massive PGF matrix element with the mass of the c and
b quarks set to mc = 1.5 GeV and mb = 5.0 GeV, respec-
tively. The partonic system is fragmented according to the
LUND string model implemented within the JETSET pro-
gram [18]. The HERACLES program [19] calculates single
photon radiative emissions off the lepton line and virtual
electroweak corrections. In the event generation, the DIS
cross section is calculated with a LO parton distribution
function (PDF) [9]. In order to improve the description of
the data by the simulation, the simulated inclusive cross
section is reweighted in x and Q2 using a NLO QCD fit
(H1 PDF 2000) to the H1 data [16].

The samples of events generated for the uds, c and b
processes are passed through a detailed simulation of the
detector response based on the GEANT3 program [20],
and through the same reconstruction software as is used
for the data.

4.2 Track, vertex and jet reconstruction

The analysis is based on CTD tracks which are linked to
r–φ hits in both planes of the CST in order to improve the
precision of the track parameters. In this paper, the CST-
improved CTD tracks are referred to as ‘CST tracks’. Only
those events which have at least one reconstructed CST
track with polar angle 30◦ < θtrack < 150◦ and a minimum
transverse momentum of 0.5 GeV are used. At low values

of y, the hadronic final state (HFS) tends to go forward and
outside the acceptance of the CST. Therefore, the analysis
is restricted to 0.07 < y < 0.7. The upper y cut ensures
a good trigger acceptance for the scattered positron. In
this kinematic range, studies from Monte Carlo simulations
show that 93% of c events and 96% of b events are expected
to have at least one charged particle, with pT > 0.5 GeV
in the angular range 30◦ < θ < 150◦, produced from the
decay of a c or b hadron. The extrapolation to the full phase
space, needed to calculate F cc̄

2 and F bb̄
2 , is therefore small.

The reconstructed z position of the interaction vertex
must be within ±20 cm of the centre of the detector to
match the acceptance of the CST. The effect of the smear-
ing of the z-vertex distribution around the nominal position
reduces the number of selected events by ∼ 5%. The CST
track reconstruction efficiency is 71% for a single charged
particle with pT > 0.5 GeV that passes through the CST
acceptance region. This efficiency includes the CST hit
efficiency, CST-CTD linking efficiency and losses due to
inactive CST regions. The polar angle and transverse mo-
mentum distributions of HFS CST tracks are compared to
the Monte Carlo simulation in Fig. 1. The simulation gives
a reasonable description of these distributions.
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Fig. 1. The polar angle distribution a and transverse momen-
tum distribution b of all HFS CST tracks. Included in the figure
is the expectation from the RAPGAP Monte Carlo simulation,
showing the contributions from the various quark flavours after
applying the scale factors obtained from the fit to the subtracted
significance distributions of the data (see Sect. 4.4)



The H1 Collaboration: Measurement of F cc̄
2 and F bb̄

2 at high Q2 using the H1 vertex detector at HERA 353

o Jet / θ
0 20 40 60 80 100 120 140 160 180

E
ve

n
ts

1

10

10
2

10
3

H1 Data
Total MC
uds
c
b

o Jet / θ
0 20 40 60 80 100 120 140 160 180

E
ve

n
ts

1

10

10
2

10
3 (a)

 Jet / GeVTP
5 10 15 20 25 30 35 40 45 50

E
ve

n
ts

10

10
2

10
3

10
4 H1 Data

Total MC
uds
c
b

 Jet / GeVTP
5 10 15 20 25 30 35 40 45 50

E
ve

n
ts

10

10
2

10
3

10
4 (b)

Fig. 2. The polar angle distribution a and transverse momentum distribution b of the highest pT jet which contains at least
one reconstructed CST track within a cone of radius 1. If there are no reconstructed jets the complete hadronic final state is
used to define the jet axis. Included in the figure is the expectation from the RAPGAP Monte Carlo simulation showing the
contributions from the various quark flavours after applying the scale factors obtained from the fit to the subtracted significance
distributions of the data

The primary event vertex in r–φ is reconstructed from
all tracks (with or without CST hits) and the position
and spread of the beam interaction region (referred to as
the ‘beam-spot’). The beam-spot extension is measured to
be ∼ 145 µm in x and ∼ 25 µm in y for the data period
considered here. The position of the beam-spot is measured
as the average over many events and the resulting error on
the position is small in comparison to the size of the beam-
spot, with a typical uncertainty of ∼ 5 µm. The uncertainty
on the primary event vertex for the kinematic range of this
paper is on average 50 µm in x and 24 µm in y.

In this analysis the impact parameter, i.e. the transverse
distance of closest approach of the track to the primary
vertex point, is used to separate the different quark flavours
(see Sect. 4.3). The uncertainty of the measurement of the
impact parameter receives contributions from the position
of the primary vertex discussed above, the intrinsic reso-
lution of the track and distortions due to multiple scatter-
ing in the beam-pipe and surrounding material. In order
to provide a successful description of the data the Monte
Carlo parameters for the beam-spot size, tracking resolu-
tion and detector material are adjusted to those observed
in the data.

To identify long lived hadrons a ‘jet axis’ is defined for
each event in order to calculate a signed impact parameter
(δ) for each track. Jets with a minimum pT of 5 GeV, in
the angular range 10◦ < θ < 170o, are reconstructed using
the invariant kT algorithm [21] in the laboratory frame
using all reconstructed HFS particles. HFS particles are
reconstructedusing a combination of tracks and calorimeter
energy deposits in an energy flow algorithm that avoids
double counting [22]. The jet axis is defined as the direction
of the jet with the highest transverse momentum or, if there
is no jet reconstructed in the event, as the direction of
the inclusive hadronic final state. The hadronic angle γh is
obtained fromtan γh/2 = ∆/pT,h, where∆ =

∑
i(Ei−pz,i)

and pT,h =
√

(
∑

i px,i)2 + (
∑

i py,i)2 with the sum over the
energy Ei and momentum components px,i and py,i of all
HFS particles [23]. In the Q2 range of this paper, pT,h is

always greater than 5 GeV and 97% of the events have the
jet axis defined by a reconstructed jet.

CST tracks are associated to the jet axis if they lie
within a cone of size 1 in pseudo-rapidity–φ space centred
about the jet axis. Approximately 90% of those events with
at least one HFS CST track have at least one CST track
matched to the jet axis. Figure 2 shows the polar angle
and pT distributions of the jets which contain one or more
CST tracks. Figure 3 shows the number of reconstructed
CST tracks associated to the jet axis. The simulation gives
a reasonable description of these distributions apart from
at high multiplicities where the Monte Carlo is seen to lie
a little below the data. The deviations are due to a non-
perfect modelling of multiplicities in light quark jets and
have a negligible effect on the measurements. The uncer-
tainties on the heavy quark multiplicities and modelling
are discussed in Sect. 4.5.
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Fig. 3. The number of reconstructed central silicon tracker
(CST) tracks per event associated to the jet axis. Each CST
track is required to have at least two CST hits and pT >
0.5 GeV. Included in the figure is the expectation from the
RAPGAP Monte Carlo simulation, showing the contributions
from the various quark flavours after applying the scale factors
obtained from the fit to the subtracted significance distributions
of the data
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Fig. 4. Schematic diagram explaining the definition of the
signed impact parameter δ. It is defined as positive if the
angle α between the jet axis and the line joining the primary
vertex to the point of DCA is less than 90◦, and is defined as
negative otherwise

4.3 Quark flavour separation

The different quark flavours that contribute to the DIS
cross section are distinguished on the basis of the different
lifetimes of the produced hadrons. Due to the relatively
low cross sections and limited CST track reconstruction
efficiency the decay length of the heavy hadrons is not
reconstructed directly, but the impact parameter of tracks
is used instead. The results, however, are checked by using
an independent method based on the reconstruction of a
secondary vertex (see Sect. 4.6). The chosen heavy flavour
tagging method also allows events with only one CST track
to be used, for which it is not possible to reconstruct a
secondary vertex. For tracks associated to the jet axis, δ
is defined as positive if the angle between the jet axis and
the line joining the primary vertex to the point of DCA is
less than 90◦, and is defined as negative otherwise. This is
illustrated in Fig. 4. Tracks from the decays of long lived
particles will mainly have a positive δ. Tracks produced
at the primary vertex result in a symmetric distribution
around δ = 0, i.e. negative δ tracks mainly result from
detector resolution.

Figure 5a shows the δ distribution of CST tracks asso-
ciated to the jet axis. The data are seen to be asymmetric
with positive values in excess of negative values indicating
the presence of long lived particles. The simulation gives a
reasonable description of the data. The component of the
simulation that arises from light quarks is almost symmet-
ric at low δ. The asymmetry at δ � 0.1 cm is mainly due
to long lived strange particles such as K0

S . The c compo-
nent exhibits a moderate asymmetry and the b component
shows a marked asymmetry. The differences are due to
the different lifetimes of the produced hadrons. In order
to reduce the effects of the strange component, a cut of
|δ| < 0.1 cm is imposed on all tracks used in the analysis.

In order to optimise the separation of the quark flavours
use is made of the significance, defined as the ratio of δ to
its error. This distribution is shown for all tracks in Fig. 5b,
where a good description of the data by the simulation is
observed apart from the tails. In the tails the data are
observed to lie above the simulation, which is likely to be
due to a non-perfect description of the resolution by the
simulation. The differences in resolution between data and
simulation are treated as a systematic error (see Sect. 4.5).

A further optimisation is made by using different signif-
icance distributions for events with different multiplicities.
The first significance distribution S1 is defined for events
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Fig. 5. The signed impact parameter δ of a track to the primary
vertex in the x–y plane a and the significance δ/σ(δ) b, where
σ(δ) is the error on δ, for all CST tracks associated to the jet
axis. The cut |δ| < 0.1 cm has been applied in figure b. Included
in the figure is the expectation from the RAPGAP Monte Carlo
simulation, showing the contributions from the various quark
flavours after applying the scale factors obtained from the fit
to the subtracted significance distributions of the data

where only one reconstructed CST track is linked to the
jet, and is simply the significance of the track. The second
significance distribution S2 is defined for events with two or
more tracks associated with the jet and is the significance
of the track with the second highest absolute significance.
Only events in which the tracks with the first and sec-
ond highest absolute significance have the same sign are
selected for the S2 distribution. The second highest signif-
icance track is chosen because for heavy quarks ≥ 2 tracks
are usually produced with high significance, whereas for
light quarks the chances are small of two tracks being pro-
duced at large significance due to resolution effects. The
S1 and S2 distributions are shown in Fig. 6. The distribu-
tion of S2 gives a better separation power of light to heavy
quarks. Events with one CST track are retained to improve
the statistical precision of the measurements.

In order to substantially reduce the uncertainty due to
the resolution of δ and the light quark normalisation the
negative bins in the S1 and S2 distributions are subtracted
from the positive. The subtracted distributions are shown
in Fig. 7. It can be seen that the resulting distributions are
dominated by c quark events, with an increasing b fraction
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Fig. 6. The significance S1 = δ/σ(δ) distribution per event a
for events that contain one reconstructed CST track associated
to the jet axis and the significance S2 = δ/σ(δ) distribution per
event b of the track with the second highest absolute significance
for events with ≥ 2 reconstructed CST tracks associated to
the jet. Included in the figure is the expectation from the
RAPGAP Monte Carlo simulation, showing the contributions
from the various quark flavours after applying the scale factors
obtained from the fit to the subtracted significance distributions
of the data

with increasing significance. The light quarks contribute a
small fraction for all values of significance.

4.4 Fit procedure

The fractions of c, b and light quarks of the data are ex-
tracted in each x–Q2 interval using a least squares simul-
taneous fit to the subtracted S1 and S2 distributions (as
in Fig. 7) and the total number of inclusive events before
track selection. The c, b and uds Monte Carlo simulation
samples are used as templates. Only the statistical errors
of the data and Monte Carlo simulation are considered
in the fit. The Monte Carlo c, b and uds contributions in
each x–Q2 interval are allowed to be scaled by factors Pc,
Pb and Pl, respectively. The fit to the S1 and S2 distri-
butions mainly constrains Pc and Pb, whereas the overall
normalisation constrains Pl. The c and b quark fractions
are distinguished in the fit by their different shapes in the
S1 and S2 distributions.
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Fig. 7. The subtracted distributions of a S1 and b S2. Included
in the figure is the result from the fit to the data of the Monte
Carlo distributions of the various quark flavours

The results of the fit to the complete data sample are
shown in Fig. 7. The fit gives a reasonable description of the
S1 distribution and a good description of S2 distribution,
with a χ2/n.d.f of 27.5/14. Values of Pc = 0.81±0.08, Pb =
1.62 ± 0.24 and Pl = 1.05 ± 0.02 are obtained. Acceptable
χ2 values are also found for the fits to the samples in the
separate x–Q2 intervals.

Consistent results are found when fitting different sig-
nificance distributions, for example fitting the S1 or S2 dis-
tributions alone; fitting the highest absolute significance
track distribution for all events; fitting the distribution for
the track with the third highest absolute significance, fit-
ting the significance distributions without subtraction of
the negative bins from the positive, and also when varying
the range of significance to be fitted. The analysis was also
repeated excluding the CST tracks associated to the jet
axis from the primary vertex fit and compatible results
were again found.

The results of the fit in each x–Q2 interval are converted
to a measurement of the differential c cross section using:

d2σcc̄

dxdQ2 =
d2σ

dxdQ2 (1)

× PcN
MCgen
c

PcN
MCgen
c + PbN

MCgen
b + PlN

MCgen
l

δcc̄
BCC,
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where d2σ/dxdQ2 is the measured inclusive differential
cross section from H1 [16] and NMCgen

c , NMCgen
b , and

NMCgen
l are the generated number of c, b and light quark

events from the Monte Carlo in each bin, respectively. A
small bin centre correction δcc̄

BCC is applied using the NLO
QCD expectation (see Sect. 5) to convert the bin averaged
measurement into a measurement at a single x–Q2 point.
The cross section is defined so as to include a correction
for pure QED initial and final state radiative effects, but
not electroweak corrections (see [16] for a more complete
discussion). Events that contain c hadrons via the decay of
b hadrons are not included in the definition of the c cross
section. The structure function F cc̄

2 is then evaluated from
the expression

d2σcc̄

dxdQ2 =
2πα2

xQ4

[(
1 + (1 − y)2

)
F cc̄

2 − y2F cc̄
L

]
, (2)

where the longitudinal structure function F cc̄
L is estimated

from the NLO QCD expectation [16]. In the evaluation of
F cc̄

2 the electroweak corrections are assumed to be small
and are neglected. It is also convenient to express the cross
section as a ‘reduced cross section’ defined as

σ̃cc̄(x, Q2) =
d2σcc̄

dxdQ2

xQ4

2πα2(1 + (1 − y)2)

= F cc̄
2 − y2

1 + (1 − y)2
F cc̄

L . (3)

The differential b cross section and F bb̄
2 are evaluated in

the same manner.

4.5 Systematic errors

The systematic uncertainties on the measured cross sec-
tions are estimated by applying the following variations to
the Monte Carlo simulation:

– A track efficiency uncertainty of 3% due to the CTD
and of 2% due to the CST. This results in an error of
1% on σ̃cc̄ and 11% on σ̃bb̄.

– An uncertainty in the δ resolution of the tracks is es-
timated by varying the resolution by an amount that
encompasses the differences between the data and sim-
ulation. An additional Gaussian smearing of 200 µm to
5% of randomly selected tracks and 25 µm to the rest
is used. These values are chosen to emcompass the dif-
ferences between the data and Monte Carlo simulation
seen in Fig. 5. This results in an error of 9% on σ̃cc̄ and
14% on σ̃bb̄.

– A 4% uncertainty on the hadronic energy scale which
results in an error of less than 0.5% on each of the
cross sections.

– An error on the jet axis is estimated by introducing an
additional Gaussian smearing of 2◦ in azimuth. This
results in an error of 5% on σ̃cc̄ and 3% on σ̃bb̄.

– The uncertainty on the asymmetry of the light quark
δ distribution is estimated by repeating the fits with

the light quark S1 and S2 distributions (Fig. 7) set to
zero and doubling the contribution. This uncertainty
includes the modelling of light quark multiplicities and
results in an error of 9% on σ̃cc̄ and 7% on σ̃bb̄.

– The uncertainties on the various D and B meson life-
times, decay branching fractions and mean charge mul-
tiplicities are estimated by varying the input values of
the Monte Carlo simulation by the errors on the world
average measurements, or by adjusting the simulation
to the world average value depending on which varia-
tion is larger. For the branching fractions of b quarks
to hadrons and the lifetimes of the D and B mesons
the central values and errors on the world averages
are taken from [24]. For the branching fractions of c
quarks to hadrons the values and uncertainties are taken
from [25]. For the mean charged track multiplicities the
values and uncertainties for c and b quarks are taken
from MarkIII [26] and LEP/SLD [27] measurements,
respectively. This results in an error of 2% on σ̃cc̄ and
6% on σ̃bb̄.

– An uncertainty on the fragmentation function of the
heavy quarks is estimated using the Peterson fragmen-
tation function [28] with parameters εc = 0.058 and
εb = 0.0069. This results in an error of 3% on σ̃cc̄ and
4% on σ̃bb̄.

– An uncertainty in the QCD model of heavy quark pro-
duction is estimated by replacing the default RAPGAP
model (where heavy quarks are generated with only the
PGF process) with RAPGAP used with a 1 : 1 ratio of
QPM to PGF induced events. This results in an error
of 1% for σ̃cc̄ and 8% for σ̃bb̄.

Other sources of systematic error pertaining to the NC
selection are also considered [16]: a 1.5% uncertainty on the
luminosity measurement; an uncertainty on the scattered
positron polar angle of 1–3 mrad and energy of 0.7–3.0%
depending on the polar angle; a 0.5% uncertainty on the
scattered positron identification efficiency; a 0.5% uncer-
tainty on the positron track-cluster link efficiency; a 0.3%
uncertainty on the trigger efficiency and a 1% uncertainty
on the cross section evaluation due to QED radiative cor-
rections. An uncertainty due the bin centre correction is
estimated to be 5%. This corresponds to the maximum
correction for any x–Q2 interval.

The total systematic error is obtained by adding all in-
dividual contributions in quadrature and is around 15% for
σ̃cc̄ and 24% for σ̃bb̄. The same systematic error uncertainty
is assigned to each of the four differential measurements.

4.6 Measurement using
secondary vertex reconstruction

The results are checked using an alternative method to
separate the quark flavours based on the explicit recon-
struction of decay vertices in the transverse plane. In this
approach, there is no initial assignment of tracks to ver-
tices, but each track is assigned a weight with a range 0 to 1
for each vertex candidate, using the weight function of [29].
The larger the distance of the track to a vertex candidate,
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Table 1. The measured reduced NC charm (σ̃cc̄) and beauty (σ̃bb̄) cross sections,
shown with statistical (δcc̄

stat, δbb̄
stat) and systematic (δcc̄

sys, δbb̄
sys) errors. The table also

shows the values for F cc̄
2 and F bb̄

2 obtained from the measured cross sections using
the NLO QCD fit to correct for F cc̄

L and F bb̄
L

x y Q2 σ̃cc̄ δcc̄
stat δcc̄

sys F cc̄
2 σ̃bb̄ δbb̄

stat δbb̄
sys F bb̄

2

(GeV2) (%) (%) (%) (%)
0.0050 0.394 200 0.197 17 15 0.202 0.0393 20 24 0.0413
0.0130 0.151 200 0.130 19 15 0.131 0.0212 29 24 0.0214
0.0130 0.492 650 0.206 22 15 0.213 0.0230 45 24 0.0243
0.0320 0.200 650 0.091 27 15 0.092 0.0124 37 24 0.0125
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Fig. 8. The transverse distance between the primary and sec-
ondary vertex (Lxy) for events with two, three and four CST
tracks associated with the secondary vertex. Superimposed on
the data points are c, b and light quark contributions that
have been scaled by the results of the fit to the S1 and S2

data distributions

the smaller the weight. A simultaneous fit to a primary and
a secondary vertex is made, with all tracks of the event
considered for the primary vertex, whereas only tracks as-
sociated to the jet axis contribute to the secondary vertex.
The vertex configuration that minimises the global fit χ2

is found iteratively using deterministic annealing [30].
In the secondary vertex reconstruction analysis the

same event, track and jet selections as applied in the impact
parameter analysis are used. The number of tracks con-
tributing with a weight greater than 0.8 to the secondary
vertex, after the last annealing step, is used as a measure
of the decay-multiplicity. The transverse distance between
the primary and secondary vertex distributions Lxy for
different decay-multiplicities is shown in Fig. 8, where the
Monte Carlo contributions are scaled by the factors ob-
tained using the impact parameter method. The vertices
found in light quark events peak at Lxy � 0, while the
vertices found in heavy quark events are significantly dis-

placed in the direction of the jet axis. Both charm and
beauty decays contribute to the two track secondary ver-
tex, whereas beauty dominates the three and four track
secondary vertices.

When the Lxy distributions for the different multiplici-
ties are fitted simultaneously using Monte Carlo templates
for the c, b and uds quark contributions, values for the
scale factors of Pc = 1.02 ± 0.16, Pb = 1.39 ± 0.27 and
Pl = 1.00 ± 0.09 are found, which agree well with the
impact parameter method.

5 Results

The measurements of F cc̄
2 and F bb̄

2 are listed in Table 1
and shown in Fig. 9 as a function of x for two values of
Q2. The H1 data for F cc̄

2 are compared with the results of
the ZEUS collaboration [2] where the cross sections were
obtained from the measurement of D∗± mesons. The results
of the two measurements for F cc̄

2 are in good agreement.
The data are also compared with two example predic-

tions from NLO QCD (see Sect. 2). These are the H1 PDF
2000 fit [16] in which the c and b quarks are treated in
the ZM-VFNS scheme, and a fit from MRST03 [31] which
uses a VFNS scheme. The predictions of the two QCD
approaches are similar and compatible with the data.

The measurements are also presented in Table 2 and
Fig. 10 in the form of the fractional contribution to the
total ep cross section

fcc̄ =
d2σcc̄

dxdQ2 /
d2σ

dxdQ2 . (4)

The b fraction f bb̄ is defined in the same manner. NLO
QCD is found to give a good description of the data, as

Table 2. The measured charm (fcc̄) and beauty (fbb̄) fractional
contributions to the total cross section, shown with statistical
(δcc̄

stat, δbb̄
stat) and systematic (δcc̄

sys, δbb̄
sys) errors

x y Q2 fcc̄ δcc̄
stat δcc̄

sys fbb̄ δbb̄
stat δbb̄

sys

(GeV2) (%) (%) (%) (%)
0.0050 0.394 200 0.181 17 15 0.0361 20 24
0.0130 0.151 200 0.163 19 15 0.0265 29 24
0.0130 0.492 650 0.239 22 15 0.0266 45 24
0.0320 0.200 650 0.150 27 15 0.0203 37 24
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of x for two different Q2 values. The inner error bars show
the statistical error, the outer error bars represent the statisti-
cal and systematic errors added in quadrature. The F cc̄

2 from
ZEUS obtained from measurements of D∗ mesons [2] and the
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shown by comparison with the ZM-VFNS prediction from
the H1 PDF 2000 fit.

The c and b fractions and cross sections are also mea-
sured integrated over the range Q2 > 150 GeV2 and 0.1 <
y < 0.7. This is a more restricted range than for the dif-
ferential measurements in order that the acceptance for
the scattered positron and products of the b and c quarks
is above 95%, integrated across the kinematic range. The
following values are found:

fcc̄ = 0.183 ± 0.019 ± 0.023, σcc̄ = 373 ± 39 ± 47 pb,

f bb̄ = 0.0272 ± 0.0043 ± 0.0060,

σbb̄ = 55.4 ± 8.7 ± 12.0 pb.

The integrated cross sections may also be compared with
the predictions from NLO QCD. The VFNS prediction
from MRST03 gives σcc̄ = 426 pb and σbb̄ = 47 pb; the H1
PDF 2000 fit gives σcc̄ = 455 pb and σbb̄ = 52 pb.

It is also useful to compare with results from the FFNS
scheme, which was used for the QCD predictions in [3].
Using the PDF set CTEQ5F3 [32] gives σcc̄ = 419 pb and
σbb̄ = 37 pb. The values mc = 1.3 GeV and mb = 4.75 GeV
were used and the renormalisation and factorisation scales
were set to µ =

√
p2

Tqq̄ + m2
b , where pTqq̄ is the mean

transverse momentum of the heavy quark pair. Predictions
for the cross sections may also be obtained from fits [33] to
the HERA inclusive F2 data based on CCFM evolution [34].
The CCFM predictions agree with those from the VFNS
prediction of MRST03 to within 7%.

All the QCD predictions are observed to be compatible
with the data. The errors on the data do not yet allow the
different schemes to be distinguished. There is no evidence
for a large excess of the b cross section compared with QCD
predictions as has been reported in other measurements,
which have been made in different kinematic ranges or for
different processes [3, 4, 6, 7].

6 Conclusion

The inclusive charm and beauty cross sections in deep in-
elastic scattering are measured at high Q2 using a technique
based on the lifetime of the heavy quark hadrons. The mea-
surements are made using all events containing tracks with
vertex detector information. In the kinematic range of the
measurements this eliminates the need for large model de-
pendent extrapolations to the full cross section. Based on
impact parameter measurements in the transverse plane
both integrated and differential c and b cross sections are
obtained. The results are verified using a method based
on the explicit reconstruction of decay vertices. The cross
sections and derived structure functions F cc̄

2 and F bb̄
2 are

found to be well described by predictions of perturbative
QCD. This is the first measurement of F bb̄

2 .
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put. Phys. Commun. 69, 155 (1992)
20. R. Brun, R. Hagelberg, M. Hansroul and J.C. Lassalle,

CERN-DD-78-2-REV
21. S.D. Ellis and D.E. Soper, Phys. Rev. D 48, 3160 (1993)

[hep-ph/9305266]; S. Catani, Y.L. Dokshitzer, M.H. Sey-
mour and B.R. Webber, Nucl. Phys. B 406, 187 (1993)

22. C. Adloff et al. [H1 Collaboration], Z. Phys. C 74, 221
(1997) [hep-ex/9702003]

23. C. Adloff et al. [H1 Collaboration], Eur. Phys. J. C 13,
609 (2000) [arXiv:hep-ex/9908059]

24. K. Hagiwara et al. [Particle Data Group Collaboration],
Phys. Rev. D 66, 010001 (2002)

25. L. Gladilin, Charm hadron production fractions, hep-
ex/9912064

26. D. Coffman et al. [MARK-III Collaboration], Phys. Lett.
B 263, 135 (1991)

27. D. Abbaneo et al. [LEP/SLD Heavy Flavour Work-
ing Group], LEPHF 2001-01; (available from http://
lepewwg.web.cern.ch/LEPEWWG/heavy/)

28. C. Peterson, D. Schlatter, I. Schmitt and P.M. Zerwas,
Phys. Rev. D 27, 105 (1983)
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